
Logic and its Metatheory  
 
Philosophy 432 
Spring 2017 
T & TH: 300-450pm  
Olds Hall 109 
 
Instructor Information  
 
Matthew McKeon  
Office: 503 South Kedzie Hall 
Office hours: 1-2:30pm on T & TH and by appointment. 
Telephone:  Dept. Office—355-4490 
E-mail:  mckeonm@msu.edu 
 
Required Text  
 
Courseware Package (Text plus CD software): Jon Barwise and John Etchemendy.  Language, 
Proof and Logic.  2nd edition.  Stanford, CA: CLSI Publications, 2011.  
 
The courseware package includes several software tools that students will use to complete 
homework assignments and the self-diagnostic exercises from the text.  DO NOT BUY USED 
BOOKS, BECAUSE THEY LACK THE CD, WHICH CONTAINS THE SOFTWARE.  The 
software, easy to learn and use, makes some of the more technical aspects of symbolic logic 
accessible to introductory students and it is fun to use (or so I think).  
 
It is OK to have an earlier edition of the text as long as you have the CD with the password 
key that will allow you to access the text’s online site (https://ggweb.gradegrinder.net/lpl). 
Here you can update the software suite and download the 2nd edition of the text. At the site 
you can also purchase the software and an electronic version of the text.     
 
Primary Course Objectives  
 
• Deepen your understanding of the concept of logical consequence and sharpen your ability to 

see that one sentence is a logical consequence of others.  
• Introduce you to the basic methods of proof (both formal and informal), and teach you how to 

use them effectively to prove that one sentence is a logical consequence of others.  This will 
help you understand the nature of logic, how language determines a logic, and logic’s 
relationship to reasoning.    

• Introduce you to the semantics and syntax of an artificial language and teach you how to use 
this language to determine logical consequence among sentences in fragments of English. 
This will involve developing your ability to translate between English sentences and 
sentences from the artificial language, which will enhance your understanding of what 
propositions are expressed by the English sentences.   

• Introduce you to (first-order) set theory and demonstrate its importance to the study of logical 
consequence and how logic is important to set theory.  By the end of the course, you will be 
able to construct proofs of many set-theoretic truths, both elementary and substantive. 

• Introduce you to some of the central theorems of logic, including the soundness and 
completeness theorems of propositional and first-order logic, the Löwenheim-Skolem 
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theorem, and the compactness theorem.  By the end of the course, you will understand the 
foundational and philosophical significance of these and other important results.  

• To give you a sense of what a logician does for a living, and to highlight in an informal way 
the connections between logic and other fields like linguistics, computer science, cognitive 
science, and philosophy.  Among other things, this will prepare you for serious thinking on 
the nature of logic.  

 
Please let me know at any point if you think we aren’t making sufficient progress toward these 
goals, or if there are goals that you think we should have.   I have designed this course with the 
hope that you will both learn from the subject matter and be entertained by it. 
   
Course Requirements  
 
• Eight homework assignments.  The lowest grade will be dropped.  Your average grade will 

make up 25% of your final course grade.  A homework assignment may include text-
exercises or similar exercises, and short-essay questions.  Assignments will be posted on 
ANGEL well in advance of their due dates.  An assignment not turned in when I collect the 
homework at the beginning of class on the day its due counts as late.  There will be no 
make-up for late homework. The homework schedule is on the last page of the syllabus. 

 
• Three open-book and open-notebook exams.  Each exam may consist of some combination of 

the following: problems similar in kind to those encountered in the text, T/F questions, short-
essay questions, and problems that require you to extrapolate from what you have learned in 
class and from the text.  Your average exam grade will comprise 45% of your final grade. 
The first exam (on Chapters 1-8) is scheduled for Tuesday, February 21st.  The second (on 
Chapters 9-13) is scheduled for Tuesday, March 21st.  Note well: these exams will not be 
rescheduled unless a student is hospitalized or is an MSU athlete who must attend an 
event.  In either case the student must make available the required documentation. The 
final exam will cover Chapters 14-19.  It is scheduled for Thursday, May 4th from 3-5pm in 
our classroom. This exam will be rescheduled only if the student is hospitalized during 
the exam time or there is a confirmed conflict with another final exam.  

 
• Six in-class assignments.  The lowest grade will be dropped. Your average grade will make 

up 30% of your final grade.  From time-to-time the class will break up into groups and work 
on exercises that must be turned in by the conclusion of class. The exercises may be 
composed of T/F questions, multiple choice questions, problems similar to text exercises, and 
problems that require you to utilize skills and knowledge required to succeed in the course.  
Assignments may be unannounced.  There are no makeups.   

 
Course Overview 
 
This course is a rigorous introduction to logical consequence, the central concept of logic. The 
primary aim of logic is to tell us what follows logically from what.  We shall take logical 
consequence to be a relation between a given set of sentences and the sentences that logically 
follow from that set.   A central question of the course is: what conditions must be met in order 
for a sentence to be a logical consequence of others?  
 
We shall develop an account of logical consequence for a symbolic language (specifically, a first-
order language (FOL)).  This will allow us to investigate rigorous methods for determining when 
one FOL sentence follows from others, and will help us develop a method for showing that an 
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FOL sentence is not a consequence of others.  In order to give you a glimpse of what lies ahead, I 
say a bit more about the notion of proof, a notion central to mathematics, logic and other 
deductive disciplines. 
 
A proof of logical consequence is a step-by-step demonstration showing that the conclusion of an 
argument is a logical consequence of the set of the argument’s premises.  Another way of relating 
logical consequence to proof is to say that each step in a proof is a logical consequence of 
previous steps and/or the set of the argument’s premises.  Hence, in order to build a proof of 
logical consequence one must be able to determine whether or not the relation of logical 
consequence holds between sentences.  Typically, informal proofs leave out steps (perhaps 
because they are too obvious) and do not justify each and every step made in moving towards the 
conclusion (again, obviousness begets brevity).  Proofs are not only epistemologically significant 
as tools for slaying Descartes’ evil demon and securing knowledge, the formal derivations that 
make up a proof serve as models of the informal reasoning that we perform in our native 
languages.  This is of importance in, among other areas, computer science and artificial 
intelligence.  Furthermore, the study of proofs allows us to follow Socrates and better know 
ourselves as reasoners.  After all, like Molière’s M. Jourdain, who spoke prose all his life without 
knowing it, we reason all the time without being aware of the principles underlying what we are 
doing. 
 
We shall learn a natural-style deduction proof system derived from the work of the German 
mathematician Gerhard Gentzen and the American logician Fredrick Fitch.  Our natural-style 
deduction system, called ‘Fitch’, is basically a collection of inference rules, which license steps in 
deductive chains of reasoning.  Natural deduction systems are distinguished from other types of 
deduction systems by their usefulness in modeling ordinary, informal deductive inferential 
practices.  Accordingly, we shall introduce and motivate the inference rules of Fitch by 
uncovering their correlates at work in informal proofs.  In logic, we like to reveal the meat and 
bones of a proof, making each step and justification explicit.  We shall do this by first translating 
the premise(s) and conclusion of the argument at hand into formal sentences from a sample FOL, 
and then building a proof that appeals exclusively to the inference rules of Fitch.  The result is a 
formal proof.  Frequently we shall work on arguments already composed of FOL sentences.  As 
you’ll see, learning how to construct formal proofs using Fitch hones skills at constructing and 
evaluating informal proofs. 
 
After becoming familiar with formal and informal methods of proofs of logical consequence and 
of non-logical consequence, and after working on translating from English to FOL and back 
again, we shall study applications of Fitch in employing the axiomatic method.  The axiomatic 
method, made famous by Euclid in geometry, is a method of organizing a body of knowledge by 
choosing a few truths as basic (the axioms) from which all truths from the relevant domain of 
knowledge (the theorems) may be deduced using a deduction system such as Fitch.  Students will 
be introduced to axiomatizations of Zermelo-Frankel set theory and of natural number theory 
(Peano Arithmetic).  We’ll spend time using the informal proof techniques we’ve learned to 
derive theorems from the axioms of Zermelo-Frankel set theory and the axioms of Peano 
arithmetic.  Along the way we learn about Russell’s paradox and about a very powerful rule of 
inference called the principle of mathematical induction.  An inherent limitation with the 
axiomatic method will be highlighted when we get to Gödel's Incompleteness theorems at the end 
of the course.    
 
PHL 432, unlike PHL 330, considers historically significant proofs regarding Fitch. This is the 
“metatheory” part of PHL 432.  More specifically, in PHL 432 we develop a model-theoretic 
definition of logical consequence, which is a mathematical characterization of the informal notion 
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of logical consequence that we work with during the first half of semester.  Then we shall prove 
that Fitch, our natural deduction system, is sound.  That is, we shall prove that there is a proof in 
Fitch of sentence X from a class K of sentences only if X is a model-theoretic consequence of K.  
We also prove the Completeness Theorem for Fitch (i.e., we prove that if X is a model-theoretic 
consequence of K, then a proof of X from K is constructible in Fitch.  Proving that Fitch is sound 
and complete will not only demonstrate that provability in Fitch is adequate as a characterization 
of logical consequence, but also offers an enlightening (meta-) perspective on the nature of 
formal proof, logical consequence, and their relationship.  After proving the Completeness 
Theorem for Fitch, we draw two well-known consequences: the Löwenheim-Skolem Theorem 
and the Compactness Theorem.  These are discussed and applied.  The course concludes with a 
sketch of Gödel's Incompleteness Theorems, which, among other things, entails that Peano 
Arithmetic is not and cannot be formally complete.  
 
• Class Time 
 
Class time will primarily be spent going over exercises, and reviewing or expanding on key 
points from the readings.  It is advisable to bring laptops to class so that the software tools are 
available.  Frequently, the class will break up into groups and work on practice or class-
assignment exercises.  It is imperative that students keep up with the rigorous pace of the course 
by doing the assigned readings in a timely manner, and by doing enough of the relevant practice 
exercises to get a feel for one’s level of understanding BEFORE coming to class.  Class time is 
your opportunity to clear up those things that you find mysterious or troublesome.  So, coming to 
class unaware of what you don't know is not the best way to use class time.  
 
• Attendance  
 
I do not take attendance, but, as Woody Allen says, 80% of success is just showing up.  Regular 
class attendance is critical to being successful in this course.  In general, it is my experience that 
the majority of those who frequently miss class are less successful in the course than those who 
attend regularly.  I consider any more than two absences excessive. Students that are absent from 
class are responsible for missed announcements and for getting class notes.  To reiterate, there are 
no makeups for missed class assignments.  A class assignment missed for whatever reason counts 
as a 0%. Only one such grade on a class assignment may be dropped.   
  
• Work Level 
 
Students are expected to work independently outside of class learning course material and 
practicing the skills necessary to successfully complete logic exercises. The software included 
with the text is very useful for learning logic.  In order to be successful on the exams and 
homework that come later in the semester, one must understand the earlier material upon which 
this required work is based.  Since later coursework is based on and incorporates earlier work, 
(again) it is imperative that you keep up with the pace of the course.  Furthermore, while the 
course material is not especially difficult, it does demand quality thinking.  Hence, it is vital that 
throughout the semester you reserve quality time for coursework (doing logic problems when you 
are rushed or exhausted tends to increase the difficulty of the problems), and that you work 
diligently and consistently on understanding class material (missing lots of classes and doing the 
reading for an assignment the night before that assignment is due is a recipe for disaster).     
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• Grading 
 
Grades on required work will be on a 100-pt. scale.  Your final grade will be first determined on a 
100-pt. scale, and then converted to a 4.0 scale according to the below tabulations.  For example, 
a final grade of an 83% corresponds to a 3.0 and a 77% corresponds to a 2.5. 

 
Final Grades 
 
4.0=90% and above 
3.5=85--89% 
3.0=80--84% 
2.5=75--79% 
2.0=70--74% 
1.5=65--69% 
1.0=60--64% 

 
Tentative Schedule 
 
Alterations to the following schedule are possible in response to class needs.  
 
1/10  Introduction 
 
1/12              Chapters 1 & 2 
 
1/17, 19 Chapters 2, 3 & 4         
 
1/24, 26 Chapters 5 & 6 
 
1/31-2/14 Chapters 6, 7 & 8 (8.3 will be covered when we do Ch. 19)   
 
2/16  Chapters 9 & 10   
 
2/21  Test #1:  Chapters 1-8 
 
2/23   Chapter 11 
 
2/28, 3/02 Chapters 12 & 13    
 
3/06-3/10 Spring break    
 
3/14, 16 Chapters 13 & 14 
 
3/21  Test #2:  Chapters 9-13 
 
3/23-3/30 Chapters 14 & 15 
 
4/04-13  Chapters 16 & 17 
 
4/18, 20 Chapter 18 
 
4/25, 27  Chapter 19  
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Homework Schedule   (the homework will be posted on ANGEL)    
 

Due by the start of class  Chapter(s) covered 
  
#1  1/24    Chapters 1-4 

#2  2/14    Chapters 5-8 

#3  2/28    Chapters 9 -11 

#4  3/14    Chapters 12 & 13 

#5  3/30    Chapters 14 & 15 

#6  4/18    Chapters 16 & 17 

#7  4/27    Chapter 18 

#8  5/04*               Chapter 19 
 
*Hardcopy must be turned in at the final exam.   


